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ABSTRACT

We present supernova rate measurements at redshift 0.fteh@he Stockholm VIMOS Supernova Survey (SVISS). The damp
contains 16 supernovae in total. The discovered supernoaee been classified as core collapse or type la supernovaed(9,
respectively) based on their light curves, colour evoluiad host galaxy photometric redshift. The rates we findifercbre collapse
supernovae are.39*398+1-98 % 1074 yr~* Mpc2 h3, (with statistical and systematic errors respectively)varage redshift 0.39 and
6.403393%°x 10 yr~* Mpc~2 h3, at average redshift 0.73. For the type la supernovae we fia@f 1.29285027x 1074 yr~* Mpc3

h3, at(z) = 0.62. All of these rate estimates have been corrected for tatakyg extinction, using a method that includes supernovae
missed in infrared bright galaxies at high redshift. We usantd Carlo simulations to make a thorough study of the syatiergfects
from assumptions made when calculating the rates and findhitéanost important errors come from misclassification assumed
mix of faint and bright supernova types and uncertaintieh@extinction correction. We compare our rates to otheendagions
and to the predicted rates for core collapse and type la sapae based on the star formation history artedént models of the
delay time distribution. Overall, our measurements, wtaking the &ects of extinction into account, agree quite well with the
predictions and earlier results. Our results highlightithgortance of understanding the role of systemdfieats, and dust extinction
in particular, when trying to estimate the rates of supearcat moderate to high redshift.
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1. Introduction as determining both local and intermediate redshift cosuic
rnova rates (Botticella et al. 2008; Dilday et al. 2010kstlal.

The cosmic rate of supernovae is an important observable tggllb). Sharon et al. (2010), Dilday et al. (2010a), and &arb
can be used to constrain the properties of galaxies at higth r t al. (2012a) survey galaxy’clusters, where the S,N la rates a

shifts and to study the supernovae (SNe) themselves. Defgen ikely to be enhanced, to find supernovae and have reponss cl

on the origin of the SN explosion, thermonuclear or core cqls; SN rates out to redshift 0.9. Barbary et al. (2012b) agort

lapse, diferent aspects can be studied. The first measuremegg f . inthe f K
of the cosmic SN rate (SNR) was done by Zwicky (1938) whfgp]e tgrrglé?esd rgcg?a()d((}e/tg%tls?grsslglglz(taeolr%g.]round and backgrotind

found that “the average frequency of occurrence of supemov
is about one supernova per extra-galactic nebula per sidredn i o i
years” for the local volume. It is not until the latest decatteat The standard observational strategy for finding SNe at high
the higher redshift regimes have been possible to reach. redshift is to perform survey observations on a given field
More recently, large programmes targeting type la supé’F—‘d then monitor .the same field over a long perlod of time..
novae at intermediate and high 0.1) redshifts have been con->Upernovae are discovered by searching the images for vari-
ducted to measure the expansion of the universe and do pr88le sources using image subtraction tools (such as Aldd)20
sion cosmology (e.g. Perlmutter et al. 1997: Schmidt eta88] to minimise subtraction residuals. The cadence of obsenst
Astier et al. 2006; Riess et al. 2007; Miknaitis et al. 20&tme during the survey period is normally chosen to sample sigeat
of these surveys also report supernova rates for la SNeNeily. features of the SN light curves and colour evolution at thget
et al. 2006; Dahlen et al. 2008) outzo- 1.5 and core collapse r€dshifts. In this way photometric typing of the SNe is pblesi
supernovae (CC SNe) (Dahlen et al. 2004; Bazin et al. 2009) &nd the light curves can be used to study the SN charactsristi
to z ~ 0.7. Large surveys targeting SNe of any type have al§®' the 1a surveys with cosmology as the main goal, follow-up
been successful in finding and characterising supernovaelas SPECtroscopy of SN la candidates is needed to get a secere det
mination of the redshift, to improve the accuracy in theatise
* Based on observations collected at the European Orgamisati Measurement, and confirmation of the type. When calculating
Astronomical Research in the Southern Hemisphere, ChieuESO  supernova rates from this kind of survey, care has to be taken
programme 1D 167.D-0492. avoid selection ffects from the spectroscopic observations.
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Supernova typing normally includes studying the spectra Batat (2005) present models of extinction for core collapwt
the SNe close to their peak luminosity and identifying spct thermonuclear SNe in normal spiral galaxies. These models a
lines, notably H, He and Sill lines, something which is oligaer built by using Monte Carlo simulations of supernova posisio
tionally very expensive and in practice unfeasible at higtt-r within a galaxy with given morphology and dust content. By us
shift for fainter SN types. Another method to type SNe is ting the extinction models it is possible to estimate tffec on
compare the observed light curves and colour evolution ¢e pthe observed supernova rates (Dahlen et al. 2004). It shmzuld
existing templates of tlierent SN types, i.e. photometric SNnoted that this method is mainly applicable to normal gaaxi
typing. These methods have been demonstrated to work (evih low to medium amounts of gafust, typical of galaxies in
Kuznetsova & Connolly 2007; Poznanski et al. 2007; Rodney #ae local volume of the universe.
Tonry 2009; Kessler et al. 2010) using somewh#edéent tech- As the redshift increases, more and more of the star forma-
niques. Better typing accuracy is achieved with prior infation tion takes place inside dusty galaxies. Le Floc’h et al. 800
on the redshift through photometric or spectroscopic rédsh Magnelli et al. (2009, 2011) find that the star formation from
the host galaxy (Kessler et al. 2010; Melinder et al. 2011).  these infrared bright galaxies dominate the global staméor
Thermonuclear supernovae (or SN la’s) are thought to kien at redshift 0.7 and higher. In these galaxies the SN ex-
white dwarfs that explode when they accrete matter and gpesions can be completely obscured by the large amounts of
proach the Chandrasekhar limit (for a review, see Leibuhdgiust within the nuclear regions. For low to moderate amounts
2000). When taking the luminosity-stretch relation (Rpdl of extinction this can be estimated and taken into accouttiten
1993) into account the peak luminosity of these SNe exhibitlight curve analysis. But for host galaxies with high dustiemt
very narrow spread and can thus be used to accurately meagsueh as luminous and ultra-luminous infrared galaxieRGs
cosmological distances. The exact details of the explesiod and ULIRGs) most of the SNe may not be detectable, even in
of the progenitor system are not fully understood. For eXampthe near-infrared (NIR) where the extinction is strongigueed
the time between formation of the progenitor system andihe ge.g. Mattila & Meikle 2001). When calculating the ratesg th
pernova explosion — the so called delay time — is unknowrs Thiumber of missing SNe due to the change in average extinction
delay time depends on the nature of the companion star to thestar forming galaxies with redshift needs to be compasat
white dwarf (Greggio 2005). By studying the rates of la supefor (Mannucci et al. 2007). The derivation of the de-biagdes
novae and comparing to either the cosmic star formation hitat are needed to correct the rates for tiiisa is further com-
tory (e.g. Dahlén & Fransson 1999; Neill et al. 2006; Stenlg plicated by the recent discovery that the population AaflIRGs
et al. 2010), or the star formation rates and stellar maskesab low redshift is quite dferent from the ones at high redshift
the host galaxies (Sullivan et al. 2006; Totani et al. 2008pk1 (e.g. Daddi et al. 2010; Elbaz et al. 2011, Kartaltepe etGil13.
et al. 2011) it is possible to set constraints on the delag timd  Mattila et al. (2012) have recently estimated the fractib8Ne
thereby also on the progenitor system. missed in such galaxies both locally and as a function ofhiéids
Core collapse supernova explosions (CC SNe) are the entking use of the most recent results on the nature/bfRGs
points of the lives of massive stars, with masses betwe@M ~ at different redshifts.
and ~ 50 Mg (Nomoto 1984; Tsujimoto et al. 1997; Smartt The Stockholm VIMOS Supernova Survey (SVISS) is a
2009). Since massive stars are short-lived compared tooe onulti-band R+1) imaging survey aimed at detecting supernovae
mic time-scales the CC SNe trace active star formation. By aat redshift~0.5 and derive thermonuclear and core collapse su-
eraging the CC SN rate over cosmic volume the rest frame rg@rnova rates. The supernova survey data were obtainedover
of star formation in that volume can be studied. In this way aix month period with VIMO®/LT. Melinder et al. (2008) de-
independent measure of the star formation history at high rescribe the supernova search method along with extensitreges
shift can be obtained (Dahlen et al. 2004; Cappellaro el52 of the image subtraction, supernova detection and photgmet
Botticella et al. 2008; Bazin et al. 2009). More conventiond he discovery and typing of 16 supernovae in one of the search
methods of finding the cosmic star formation rates includa-mdields is reported in Melinder et al. (2011). Here we preskat t
suring the rest-frame UV light from galaxies at a given réfish supernova rates estimated from the survey data along wily de
(e.g. Giavalisco et al. 2004; Bouwens et al. 2009), meagtin@ time distributions for the la SNe and star formation ratdsRp
far-infrared (FIR) light to take star formation hidden bystlinto  calculated from the CC SNe rates.
account (e.g. Le Floc’h et al. 2005) and deriving the ratemfr The first part of the paper contains a description of the ebser
Ha measurements (Shim et al. 2009; Hayes et al. 2010). The Wations and supernova sample. In Sect. 3 we describe th@theth
and Hr-based methods have a drawback, that is also presentdeed to determine the supernovarates and in Sect. 4 thémgsul
the SNR method, in that a correction for dust extinction sged supernova rates, delay time distribution and star formatites
be applied. Methods based on using the FIR light to estinhate &re presented. In the final section of the paper, Sect. 5, sve di
added star formation from re-radiated UV light make it pblesi cuss the results and compare them to the work of other authors
to correct the star formation history for dust extinctidfeets. The Vega magnitude system and a stande@DM cosmology
Hopkins & Beacom (2006) presented a compilation of the statith {Ho, Qm,Qx} = {70,0.3,0.7} have been used throughout
formation history from multiple sources far~ 0 — 6, taking the paper.
the obscured star formation into account, and fitted an &énaly
function to the data.
The light from a supernova has to pass through its ho&t The data
galaxy before starting on the long trip to reach our telessop :
When travelling through the gas and dust inside its hosttihe 32'1' Observations
pernova light will be subject to varying degrees of extionti The data used in this paper were obtained with the VIMOS
depending on the dust content of the galaxy and the posifioniestrument (Le Févre et al. 2003) mounted on the ESO Very
the SN with respect to the observer (e.g. a SN situated in barge Telescope (UT3) at several epochs during 2003—-20@65. T
edge-on galaxy will sfiier from higher extinction, on average VIMOS instrument has four CCDs, each>Zk 4k pixels with a
than one in a face-on galaxy). Hatano et al. (1998) and Réellopixel scale of 0.20%pxI, covering a total area of roughly%6
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sg. arcmin. The observations were obtained in the ELAIS-S#ble 1. Supernovae in the SVISS
field (La Franca et al. 2004), in five broad band filtets @,

V, Randl) centred atr = 00"32™13%, § = —44°36'27” (J2000). SVISS ID Type P(Type) z

The supernova search filters wé&andl. Observations in these SVISS-SN43  Ia 0.886 0.43
filters were divided into seven search epochs and 2 additiona SVISS-SN161 la 1.000 0.50
reference epochs (one before and one after). The searchspoc SVISS-SN115  la 1.000  0.40
were separated by roughly one month. The observational pro- SVISS-SN116  la 1.000  0.55
gramme did not include any spectroscopy of the detected SNe gg:gggmgg :g 1'888 8';';
gnd the alma_lyslis presented here is based oR #hephotometric SVISS-SN135  la 0.950 0.98

ata exclusively. .

~ The individual frames in each epoch were reduced, includ- Ex:ggéﬁé‘l‘ Eg (1):8(2)8 8:2613
ing removal of fringes, registered to a common frame of refer SVISS-SN54 CC  0.812 0.77
ence and stacked. Each epoch image was photometrically cali SVISS-SN261 CC  0.734 0.37
brated using photometric standard stars observed duriagbn SVISS-SN55 CC  0.995 0.83
the nights and local standard stars selected in the fieldilBdt SVISS-SN31 CC  0.999 0.12
measurements of the seeing in each of the frames were done by SVISS-SN56 ~ CC 0.930 0.57
modelling the point spread function. For more details onoire SVISS-SN357  CC~ 1.000  1.40
servations and data reduction, see Mencia Trinchant@Gl2) SVISS-SN24 CC  0.643 0.81
and Melinder etal. (2011). Notes. P(Type) is the probability (Bayesian evidence) for the Hfiest

ting main type (TNCC).
2.2. The supernova sample

The supernovae were detected by using a dedicated pipleéihe when applying our code to the SN sample by using a Monte
was developed and thoroughly tested by our team. For a éétaiCarlo simulated sample of 18000 SNe and a local SN sample
description along with the results of the testing see M@&indfrom SDSS-II containing 87 SNe. The resulting errors araluse
et al. (2008). The pipeline includes the following stepstfine to estimate systematic errors for the SN rates (see Sect. 4.3
reference image and the search image are scaled to a commomver the full redshift range where we have found SK& (
seeing using the ISIS 2.2 code (Alard 2000) and the reference) we expect approximately 8% of the found la SNe, and 2%
image subtracted from the search image. Automatic source gethe CC SNe, to be false positives. On the other hand, it then
tection using SExtractor (Bertin & Arnouts 1996) togethéhw follows that only about 2% of the la SNe are mistyped compared
a by-eye inspection is then done on the subtracted imagedo fig about 8% of the CC SNe. This systematiteet is thus not
variable objects. The final step is the aperture photomaty, symmetric, overall we expect the la count to be slightly tefa
point spread function (PSF) modelling based photomethef and the CC count slightly deflated.
sources. Detailed simulations of the photometric accueaey
done to make sure that the error estimates are valid. )

To avoid including spurious detections in the output cat#-3- Supernova redshifts

logues we required that the supernova candidates weretetteg e reference epoch and| images were used together with
in both bands in two consecutive epochs. A detection is here ghe By deep images to obtain photometric redshifts for the
fined as being brighter than ther3imiting magnitude in that s\ sermova host galaxies. The redshifts are calculated wsin

epoch. Furthermore, we used the late control epoch to rem@Y8opsz code (Dahlen et al. 2010). This igatemplate fit-
non-SNe (most likely active galactic nuclei, AGN) from tlzars

ple, since no SNe are expected to be visible year after explo-

sion at the wavelengths and redshifts considered hereoltigdh

be noted that the decision to require detection in botlitard| 05
filters has a significant impact on the number of detected 3N la
These SNe are inherently redder than the CC SNe At0.8
their light starts to become redshifted beyond Ehélter and
they are less likely to be detected in both of the filters used i  -05
this survey. This fect is taken into account in the rate calcula-
tions (see Sect. 3).

For the sample of supernovae considered in this paper we
used the pipeline described above on the ELAISRSA | data 05
and found a total of 16 supernovae, seven la SNe and nine CC:
SNe, ranging fronz ~ 0.1toz ~ 1.4 (see Table 1). The light 1
curves and colour evolution of the SNe were used to classify
them into either la-like or CC types (9ftkrent subtypes, see
Table 2). We then co-added the likelihoods for all subtypes b o5 = - .
longing to the type la or CC SNe, respectively, to find the most ' ' '

likely type. This was done using a Bayesian model selectiQfyy 1 The redshift accuracy for simulated supernovae with (upper
code, where priors were used for the redshift (host galary®h panel) and without (lower panel) a host galaxy photometgitshit.
metric redshift), absolute magnitude distribution, estiion and The ~ 2000 SNe of all dierent subtypes used to make this figure are
time after explosion. In Melinder et al. (2011) we describdé@- a sub-sample of the full sample of simulated light curvese fdshift

tail how the sample was obtained together with the typingecon the x axis &;m) is the initial adopted redshift of the supernovae. The
In that paper we also investigated the misclassificationrgrr dotted lines indicate thigi — Zsiml/(1 + Zsim) > 0.15 limits.

0.0

—0.5




J. Melinder et al.: The rate of supernovae at redshift 001-1.

ting code that uses empirical spectral energy distribstfoom Table 2. Properties of the supernova photometric templates
Coleman et al. (1980) and Kinney et al. (1996). The photametr

redshifts were found to have an accuracygf= 0.07 where Type Mz om  Stretch  Fraction
the redshift scatteAz is given byAz = o,(1 + 2). Details on la—91T -19.64 030 1.04 0.10
the photometric redshift technique will be presented in Man la—normal  -19.34 050  1.00 0.52
Trinchant et al. (2012). We require the galaxies to be detkict la —faint -18.96 0.50  0.80 0.18
at least 3 filters to trust the resulting redshifts, somegfwhich la—91bg -17.84 050 0.49 0.20
is fulfilled for all of the 16 supernovae. The hosts were deléc Ibc—bright = -19.34 0.46 A 0.016

by choosing the closest galaxy in physical distance, caling :Ich — normal _;7?;23 00?.39 I\{g 882‘11

the distance from the photometric redshift and the angutar d i
tance. For two of the supernovae (SN309 and SN357) this means ::g 122(23 ({iﬁ m 822%
that the closest galaxy in terms of angular distance is reottst
galaxy. These galaxies are at much higher redstafts3), thus Notes. (M) is the absolute magnitude in the Johnson-B filter at peak,
it is extremely unlikely we would be able to detect a supeaiov ow is the dispersion in the peak magnitude. Fraction refersedrac-
them. More details on the host galaxy identification is pnésg tion within each main type in a volume limited sample.
in Melinder et al. (2011).
The photometric redshifts, together with the 68% confidence
limits (as estimated by the? fitting), were used to constructa  The volumetric fractions for the la subtypes are adaptet fro
Bayesian prior for the supernova typing. The typing cod@théi et al. (2011b), treating their la-HV sub-category as larmal
outputs a most likely redshift for the best fitting supernty@e  SNe. The la—faint category is used in the typing of superatwa
for each supernova (details are given in Melinder et al. 201be able to better characterise normal la supernovae witma-so
This is the redshift estimate used for the supernovae inatee rwhat lower value of stretch. The fraction of low-stretch NeSs
calculations. Fig. 1 shows the redshift accuracy for the tdonestimated from the distribution of stretch value in the Supea
Carlo simulated supernova sample described in Sect. 2.2nWliegacy Survey (Sullivan et al. 2006) la sample. The core col-
typing the simulated supernovae we assume that the redshiftiapse fractions are based on a compilation of supernovae fro
rors for the host galaxies are equal to the redshift scatieihe  Smartt et al. (2009) and Li et al. (2011b), treating llb SNe as
resulting redshift accuracy for the SNe with host galaxghgils Ibc—normal supernovae, since, with our time sampling of the
is given byo, = 0.07 with an outlier fraction (defined as havindight curves, these subtypes will look very similar.
|zsim — zt| > 0.15) of 3% over the full range of redshifts. The  Each supernova is also given a host galaxy extinction. For
resulting redshift accuracy from the “photometric redstfN type la SNe we use the parametrisation of the Riello & Patat
typing scheme is thus unchanged from the pure photomettic rg2005) simulations presented in Neill et al. (2006), white f
shift scheme. core collapse SNe we use Monte Carlo simulations based on
For reference, we also show the accuracy for SNe typed witie models of Riello & Patat (2005). Thé&ects of spiral arms
a flat redshift prior (i.e. sources without any photometed- and the bulge component are considered negligible in the cor
shift information). This is worse, withr, = 0.11 and an outlier collapse SN simulations and are not included. The extindtio
fraction of 4%. For both populations it should be noted that t scaled with th&/-band optical depth through a simulated face-on
majority of the outliers comes from them = 0.2 - 0.4 region galaxy at zero radius with,(0) = 2.5, which provides a reason-
and is due to mistyping of the supernovae. able match to the observed host galaxy extinction distiobut
The typing was also rerun using a flat redshift prior for aior CC SNe within 12 Mpc (Mattila et al. 2012). To calculate
of the discovered SNe. The fitted redshifts from this run wetRe wavelength dependence of the extinction, we use a Qiardel
all within the 68% confidence limit of the host photometrid+e extinction law (Cardelli et al. 1989) witRy = 3.1 for Type la
shifts and none of the SNe changed main type. Based on this e and a Calzetti attenuation law (Calzetti et al. 2000h wit
chosen hosts are thus likely to be the correct ones, althitugiR, = 4.05 for core collapse SNe. In Sect. 4.3, we investigate
is certainly possible that some hosts have been misidehtlfie how the choice of extinction models and extinction laWeets
any case, neither the typing nor redshifts are apprecidi@lgt@d the results. It is important to note that this extinctiorhis tesult
by the possible host misidentification. of simulations of normal spirg@lliptical galaxies. In this case
the modelled mean extinction only goes abdue ~ 1 mag.
for galaxies with inclination higher than 60 degrees. Addaog
to the simulations, no supernovae in these normal galaxies e
The supernova rates were determined using a Monte Cahibit very high extinctions. But observations of local supmvae
method (Dahlen et al. 2004). Using a set of supernova teamplashow that this is untrue, e.g. SN 2002hh (Pozzo et al. 2006) an
(see Table 2) we simulate a number of supernova light curv@dl 2009hd (Elias-Rosa et al. 2011) both have host galaxy ex-
of different types and at fierent redshifts with time of explo- tinctions of Ay ~ 4 mag. The extinction adopted for our simu-
sion set within our detection window. The requirement tleahe lated supernova light curves thus only include tife@ of small
SN has to be detected in two consecutive epochs means thattimoderate levels of extinction. In Sect. 3.2 we describethe
window stretches from approximately 5 months before un fi output rates are de-biased to account for the missing ptipula
months after the start of monitoring. The main input paramset of highly extinguished supernovae in normal galaxies a$ agel
are the intrinsic supernova rates (la and CC) for a givenhiéids in U/LIRGs.
bin and volume-limited fractions of theftérent types. Thetem-  The light curves are then fed through the same detection pro-
plate light curves are calculated from absolute magnitighe | cedure as the real supernova light curves (see Sect. Zhputd
curves (mainly from Richardson et al. 2002; Dahlen et al4200be noted that even with a quite conservative photometrit lim
Richardson et al. 2006) and a set of spectra from Nugent {2008 in four data points) there are issues with completeness. The
For more information on how the template light curves ardt butetection iciency of the survey doedfact the observed rates
see Melinder et al. (2011) and references therein. since it starts to drop below one before the-f@nit is reached.

3. Supernova rate determination
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The detection ficiencies described below are thus used to give 0
a probability that a supernova is detected in a certain epadh D s G e S
filter, and are included in the Monte Carlo simulations. Weeha

=

used the detectionfeciencies derived for hosts of intermediate 08
brightness for all supernovae. Théext of this choice on the 'y
: 2 0.6
rates is small (see Sect. 4.3). o
The output number of detectable SNe from the simulations £ o4l 1 <22, Observed
is then compared to the observed number in the chosen redshif* ™ T e e
bin. Since the redshifts for the SNe have quite high uncetrés ooll-— mi praenved
(being based on photometric redshifts) we distribute the BN T o, observed
the bins according to a Gaussian distribution with the rédsh ool Loy >24, fitted
uncertaintyAz = 0.07(1+ 2). We denote the number of redis- ' o) e 5e0 es 0
tributed SNe in each bin Bist The simulations are then iterated ' ' R ' '
until the output number matchesdys: At that point the input ‘ . .
intrinsic SN rate that produces the correct number of oleskrv |
SNe is chosen as the true supernova rate. '
0.8
3.1. Detection efficiencies >
0.6
The detectionficiency for each epoch and filter was determined §
by simulating supernovae at variable brightness in theahctu & 4| ji’j oo

search images and then running the standard detectiorina@pel ® © i 3 observed
on the simulated frames. The procedures used are described i g l| - - 2
X

,,,,, <24, fitted
Melinder et al. (2008). We placed supernovae ifiedent envi- X I,.>24, observed
ronments, i.e. with dierent host galaxy brightness, to study the 0.0kl Lo >24, fitted 7
effect of background light on thefeciencies. The detection ef- 235 240 245 250 255 260 265

ficiencies are notably worse when the SNe are situated ittrig [

ga|aXI§S (def!ned as hfivm.g < 22).In Fig. 2 a Samp_le Of. the Fig.2. An example of the detectionfficiency for a given epoch for
detection diciency testing is presented, showing tiiéogencies giferent host galaxy brightness. Théigiencies from simulations of
for the three dierent host galaxy brightness modes. It should kgpernovae in the field are given by the points while the laresthe
noted that the 50%f&ciency limits roughly corresponds to thes-curve fits to the fiiciencies as described in the text. Errors for the
30 rejection limits. measuredficiencies are binomial. Note that a total of 30 (one for each

To use the fliciency curves in the Monte Carlo simulationsef five epochsx, two filtersx, and three host galaxy types) S-curve fits
and to smooth out possible outliers in the measurédiency, haye peen ysed to estimate the.detectiﬁnienci.es of the full survey.
(as previously used by, e.g. Strolger et al. 2004) given by:

—_— 1

1+ elmm/s @ to distinguish it from the standard host galaxy extinctibhight
wheree(m) is the fitted detectionfciency andm the magni- from SNe in normal spiral and elliptical galaxies.

tude. ¢ is the maximum fiiciency (which is very close to one  Mannucci et al. (2007) compiled the star formation densi-
for most of our fits) m; the magnitude when thefficiency has ties for diferent redshifts derived from UV and infrared obser-
dropped to 50 %, an8l a parameter that determines how fast thgations in a number of studies. They used these resultshteget
drop occurs. The best-fitting parameters for each epocér filivith their own estimates on how many SNe are lost due to ob-
and host galaxy brightness are found with a simgleptimisa- scuration by dust in local starburst galaxies, LIRGs andR(Es$

tion algorithm and are shown as lines in Fig. 2 to derive a correction for supernova rates at high redsHifie
estimates were based on SN searches conducted in such galax-
ies by that time (Maiolino et al. 2002; Mannucci et al. 2003),
which had found few SNe. Another caveat with the previous
The star formation in the local universe takes place mostly studies of this fect is that it was, at that time, almost com-
galaxies with low amounts of dust and thus the supernovae dietely unknown what kind of galaxies the high redshift LIRG
covered in the local universe often have low extinctionse Ttand ULIRGs were. They were selected based on high luminosi-
use of core collapse supernovae as tracers of recent staaforties in the mid- and far-infrared wavelengths, and the agsiom

tion is thus feasible at low redshifts (e.g. Botticella et2112). made in Mannucci et al. (2007) was that they were the same kind
However, as we go to higher redshifts the bulk of the star farmof starbursting, irregular and compactly star forming geda as

tion takes place in dusty galaxies with high infrared lunsino in the local universe. At the time this was not an unreasanabl
ties (LIRGs and ULIRGS). A number of studies (e.g. Le Floc’assumption, but later developments (Spitzer and Herstiselro

et al. 2005; Magnelli et al. 2009, 2011) have found the foacti vations in particular) have shown that the high redshjttiIBG

of star formation taking place in LIRGs and ULIRGs to incieeaspopulation is dominated by disk galaxies with more constnt
rapidly towardsz ~ 1, such that approximately half of the stathough high, star formation rates (Daddi et al. 2010; Elbia.e
formation atz ~ 1 is taking place in these galaxies. Furthermor@011; Kartaltepe et al. 2011), the so called main sequen& (M
highly extinguished supernovae are present also in nonpiralls galaxies. These galaxies have a higher content of gas and dus
galaxies (e.g. Mattila et al. 2012). From now on we denote tiigan local disk galaxies, but they do not exhibit the kindarihe
effect these two factors have on the supernova rates obseyratpgact star formation found in local/UIRGs. A smaller fraction

e(m) = ——2

3.2. De-biasing the rates for extreme host galaxy extinction
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of the high redshift ULIRGs are more similar to the local coun-dio, this may be the result of selectiofiexts. However, the de-
terparts (Elbaz et al. 2011; Kartaltepe et al. 2011). lay time distribution of la SNe has so far only been determiine
down to a time dierence of 420 Myrs (Maoz et al. 2011), while
. the starburst phase iYlLURG starbursts normally has a duration
3.2.1. De-bias factors for the core collapse supernovae of ~ 100 Myrs (Marcillac et al. 2006, e.g.). After this time the
ﬁrﬁrburst normally enters the post-starburst phase whedadk
gas makes the star formation stop (e.g. Goto 2007). Most of
e dense dust and gas shroud in a starburst core will likaahg h
een disrupted and blownffan the post-starburst phase (e.g.
emonti et al. 2007), and any la SNe exploding after a delay
e of > 100 Myrs will thus not experience higher extinction

recipe in Riello & Patat (2005). These are SNe that wouldyike!an @ supernova in a normal star forming galaxy.

be missed in dusty regions of the normal galaxies by mageitud Similar to what has been found for CC SNe, also a small
limited surveys. In the local universe almost allLLRGs are fraction of the la SNe will be s_ubject. of extreme extinction i
also characterized as starburst galaxies (e.g. Pereiaeta normal star forming disk galaxies. This fraction will depemm

et al. 2010). In these galaxies less thar20% of the CC SNe the delay time distribution and is I|kgly S|gn|f|ca_ntly Iowm:;_m

can be detected in optical searches and in some extreme cdbésfractions found for CC SNe. At higher redshifts a fraciod
such as Arp 220, the entire SN population is obscured by th@€ |2 SNe will explode in the main sequence channel of the
large amounts of dust and can only be detected in radio (e44L!RG population. These SNe will, as the CC SNeffsufrom
Parra et al. 2007). Mattila et al. (2012) investigated thepp-  higher extinction than the normal extinction models prediat
ulation of the nearby LIRG Arp 299 and found that'836 of NO estimates on thisffect can be found in the literature and a
SNe exploding in this galaxy will remain undetected by ogitic detailed study is outside the scope of this paper.

SN searches. They then assume that Arp 299 is represerdhtive The fraction of la SNe missed at high redshift has been es-
compact starbursting/UIRGs and adopt this figure as the misstimated by Mannucci et al. (2007), butfers from the same
ing fraction of supernovae in these galaxies. The missiag-fr problems as the core collapse estimate in addition to system
tion of SNe in high redshift YLIRGs is highly uncertain. For atic errors from the assumptions on delay time distributiod

the main sequence (i.e. non-starburst) galaxies littlenisnin ~ Starburst lifetime (few details on the calculations areegiin
about the extinction, although they have been found to He dighat paper) as described above. Because of the added uncerta
like and not as compact as their local counterparts (Kaepalt ties inherent in estimating a missing fraction for type laeSN
et al. 2011). Mattila et al. (2012) assume a missing fractibn We do not try to compute any missing fraction for the la SNe.
3746 % for these galaxies (see Sect. 4.3 for a discussion on fig'thermore, it should be noted that any assumptions onethe d
systematic errors resulting from this decision). lay time distribution may introduce a circular argumentlifit

Mattila et al. (2012) calculate the de-bias factor as a funi1€ circularity, and to avoid using a de-bias factor for vittice
tion of redshift by using the relative contributions to thesmic Systematic error is unknown, we assume that no la SNe will be
star formation density of normal galaxies (defined as gataximissed because of obscuration (but note that we do apply-a cor
with Lir < 10L,), LIRGs, and ULIRGs from Magnelii et al. rection for the normal host galaxy extlnctlon). I_n Sectiod \A_/e
(2011) and the relative contributions of the compact anchméfStimate the systematic error resulting from this asswmpti
sequence channels from Kartaltepe et al. (2011). Furthermo
they assume that Arp 299 only represents thielRGs that are
starbursting, i.e. lie more than three times above the Bpstar 4. Results
formation rate (SSFR) MS locus at high redshift.

We adopt the de-biasing factors for the CC SN rates in tHel- Core collapse supernova rates

two redshift bins under consideration from Mattila et ab12). 4, Il ; hift bi .
The final de-bias factors to correct the CC SN rates for olascub.5e_8%r)e i; c;h%F\)/\?r? izugizrns? \;?“;a}:]e_ll_gbtl\/go&rgrdhse L\}vglgisngoi’) r?ot

tion in our two redshift bins is 1.34 atD< z < 0.5 and 1.52 ;| de all of the SNe in the sample. By binningtdrently the

at SSdS z< Oﬂ? In Stect. A{:3 we give thtﬁ err(:rs on thlcz,\_se:f?cto%tal number can be increased, but this comes at the price of
and diScuss the systematic errors on the rates resulungtne higher statistical uncertainty (with more bins) and highgs-

calculation. tematic uncertainties (with wider bins). Both the ratesected
for extinctioryobscuration and the raw rates are shown in the ta-
3.2.2. De-bias factors for the type la supernovae ble but thg fig_ure show the cor(egted values. The two sets of
error bars in Fig. 3 show the statistical errors, and stedisand
The previous section dealt with de-biasing the CC SN rate, Bystematic errors added in quadrature, unless otherwtse no
it should be noted that also la supernovae may be missed in SN|n Table 4 and Fig. 3 we show a comparison of our rates
surveys due to high extinction in star forming galaxies. tiplé  with rates reported by other authors. At low redshift we et
studies have shown that the rate of la SNe is correlated withte estimates of LOSS (Li et al. 2011a), which is the largest
the current star formation rate in the host galaxies (Maonu@N survey to date in the local volume with a total number of
etal. 2006; Sullivan et al. 2006). This indicates that the@so core collapse SNe of 440. We also plot the low redshift rates
called prompt channel of thermonuclear explosion (Scaiesap determined by Cappellaro et al. (1999), Botticella et &01(2),
& Bildsten 2005), or that the delay time distribution extertd and Mattila et al. (2012). At slightly higher redshifts weopl
time intervals as short as#20 Myrs (Maoz et al. 2011). the results from Botticella et al. (2008), which also in@sdhe
No la SN has ever been detected in the compact star fordata presented in Cappellaro et al. (2005). The secondysurve
ing cores of starburst galaxies. But, given that the extimcis  with rates based on a large number of CC SNe (117 SNe) is
extreme in such environments and that la SNe are faint in the Supernova Legacy Survey (SNLS, Bazin et al. 2009) which

For SNe in normal galaxies we have already taken into acco
the dtect of low to moderate amounts of extinction, but, as pre-
viously mentioned, there are supernovae with extreme @xti

152196 of the supernovae in these galaxies have extinctions s;ir
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Table 3. SVISS supernova rates

la Supernovae

z 03<z<038
2 0.62
Nraw 5
Nredist 4.92
Ria x 107*(no ext.) 1.08343+023
Ria X 1074(ext.) 1.29588+027
CC Supernovae
z 01<z<05 05<z<09
(2) 0.39 0.73
Nraw 3 5
Nredist 3.28 3.27
Recx 10%(noext)  183'G3"0% 259355 530
Rocx10(en) 2463345 aorigesy

4 3.08+1.98 5.30+3.65
Rce x 10%(ext+obsc.) 3297770715 6.40733575%)

Notes. (2) is the volume averaged redshift over the given redshifteaiige supernova rates,Rc are in units of yr* Mpc3 h§0 and given with
and without corrections for extinction and obscuratiop,,Ns the raw number of supernovae per bin ang¥is the number when taking the
redshift uncertainty into account.

provides a data point with small errorat 0.3. None of these (2010) presented revised la rates from the IfA Deep Survey ou
surveys include de-biasing for obscuration. to z = 1.05 using new techniques, lower than those previously
At higher redshifts we plot the rates from the GOODs déeported. The SNLS measured the la rate at 0.47 using a
termined by Dahlen et al. (2004), which includes tiieet of large sample of supernovae, at similar redshift Pain e2@D2)
extinction in normal spiral galaxies, but not de-biasingdb- presented some of the first rates determined from cosmalbgic
scuration and the recent measurements from the Subaru Deefyey data. At higher redshifts Dahlen et al. (2008) deitegoh
Field (Graur et al. 2011), which includes de-biasing foralra- la rates from the GOODS (extending their sample from 2004).
tion and extinction in normal galaxies. For comparison,fije Barbary etal. (2012b) has measured the volumetric SN laate
ure also shows estimates of the star formation history fiem t the background galaxies of the Hubble Space TelescopeeClust
different sources, Strolger et al. (2004) and Hopkins & Beacodtipernova Survey. Graur et al. (2011) reported the findifigs o
(2006), scaled to supernova rates (see Sect. 4.4). Bottpare #he supernova search in the Subaru Deep Field, their rate mea
rected for extinction. surements are the highest redshift measurements available

The rate atz = 0.39 is consistent with the rates reported®achz~ 1.7.

by other authors, even thougHidirent approaches to extinction ~ Our rate measurement is higher than the results from many

correction is used. Our CC rate at high redshift agrees wigtl wother surveys at this redshift, but marginally consisteiti all

the observations of Dahlen et al. (2004) and Graur et al.{p010ther measurements when taking statistical and systeavatics

For a discussion on how our supernova rate measurements ci@ account. While the uncertainty of our rate measurerigent

pares to the star formation history, see Sect. 5. too high and the redshift coverage too small to allow for itieda
fitting of different DTD models, we can compare our rates to
models introduced by other authors (Sullivan et al. 2006t Ne

4.2. la supernova rates et al. 2006; Strolger et al. 2010; Graur et al. 2011) togettitr

The la supernova rate in one redshift bin (0.3-0.8) is shawn t|he|r chosen star formation history (see Sect. 4.5 for tgtai

Fig. 4 and in Table 3. The rates in the table are given with and
without extinction correction (no de-biasing to accountdd- 4 3. Analysis of errors for the supernova rates
scuration have been done on the la rate). The choice of usig o
bin for the la SNe is motivated by the low number of supernovdée statistical errors are calculated using the presoriptif
found at both low£ < 0.3) and high £ > 0.8) redshifts. By using Gehrels (1986). The redshift bins have been chosen to provid
the redshift bin given above we minimise the statisticabexrit a reasonable number of sources in each bin to get similds-stat
should also be noted that the SNe outside the bin have not béeal errors in each bin.
excluded from the rate calculation. They contribute to theiN We now proceed to study the systematic errors of our rate
of the bin, because they have redshift probability distitns estimates. Given that the total number of SNe is quite low, th
that stretches into the redshift interval. statistical errors are high. One of the goals of this studjis

In Table 4 and Fig. 4 we show a comparison of our rate witio find out whether any of the systematifezts can introduce
rates reported by other authors. At lawe show the la rates errors larger than these. Calculating the mean statisttaive
from the LOSS (Li et al. 2011a) and Cappellaro et al. (1999). &rror (mean of the upper and lower limitidrences) for the two
slightly higherz we compare with the rates calculated from thgypes and all redshift bins we arrive at the following: 74% fo
SDSS supernova search (Dilday et al. 2010b) and with the @€ at lowz;, 67% for CC at higlg; and 56% for the la bin. These
sults from the STRESS (Botticella et al. 2008). Rodney & Jonrcan be compared to the relative systematic errors calculste
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Table 4. Supernova rates in the literature

(2) Ria/cc X 107 Reference

la Supernovae
< 0.0066 < 28 Mpc) =>0.35 Smartt et al. (2009)
0.01 0247357 Cappellaro et al. (1999)
<0014 (< 60 Mpc)  02653934(+2%43)  Ljetal. (2011)
0.0375 02780112(+0015  pjlday et al. (2010)
0.1 0259:0952(+0018)  pjjday et al. (2010)
0.15 0307:0938(+00%5)  Djlday et al. (2010)
0.15 032°323(*99% Rodney & Tonry (2010)
0.2 0348:0932(+0035  pjjday et al. (2010)
0.25 03650034(+0182)  Dpjlday et al. (2010)
0.3 Q434:0937(+03%)  Djlday et al. (2010)
0.3 34:015(+021 Botticella (2008)
0.35 034513(+001 Rodney & Tonry (2010)
0.442 0007235(+598 Barbary et al. (2012)
0.45 031+513(+022 Rodney & Tonry (2010)
0.47 042+006(+043 Neill et al. (2006)
0.47 080 537(+258 Dahlen et al. (2008)
0.55 0541909+011 ) Pain et al. (2002)
0.55 Q32°74(* 397 Rodney & Tonry (2010)
0.62 1.29+088(+027 SVISS (thiswork)
0.65 049+517(+0% Rodney & Tonry (2010)
0.74 Q79793 Graur et al. (2011), errors include systematics
0.75 0687221(*323) Rodney & Tonry (2010)
0.807 118:382(+544 Barbary et al. (2012)
0.83 1307933023 Dahlen et al. (2008)
0.85 Q787322(*33% Rodney & Tonry (2010)
0.95 Q76°323(*232 Rodney & Tonry (2010)
1.05 Q79*528(+0.36 Rodney & Tonry (2010)
1.187 133:595(+558 Barbary et al. (2012)
1.21 13279357938 Dahlen et al. (2008)
1.23 084732 Graur et al. (2011), errors include systematics
1.535 077:197(+044 Barbary et al. (2012)
1.61 Q42°335(* 513 Dahlen et al. (2008)
1.69 1027254 Graur et al. (2011), errors include systematics

CC Supernovae

<0003 (<11 Mpc) > 1674 Botticella et al. (2012) stat. errors only
~0.003 (6-15 Mpc) > 1533 Mattila et al. (2012), stat. errors only

< 0.0066 < 28 Mpc) =>0.88 Smartt et al. (2009)

0.01 058512 Cappellaro et al. (1999)

<0.014 (< 60 Mpc)  Q627951(+217 Li et al. (2011)

0.21 1148333(*542 Botticella et al. (2008)

0.3 142+733(+032 Bazin et al. (2009)

0.3 251+588(+078 Dahlen et al. (2004)

0.39 3.297308(+1%8 SVISS (thiswork)

0.66 6927 Graur et al. (2011), errors include systematics
0.7 396'103(*522 Dahlen et al. (2004)

0.73 6.407339(+3%% SVISS (thiswork)

Notes. (2) is the average redshift for the redshift interval, as givethe respective paper. The supernova raiggd®are in units of yrt Mpc3

h3,. Errors are statistical (systematical) unless otherwisedh The rates are corrected for extinction given in theioai reference. In a few cases
(references marked with) no extinction correction have been done. The local CC rgi@sers by Botticella and Mattila) have been measured in
small volumes and are likely dominated by a local overdgridistar formation.
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Fig. 3. Core collapse supernova rates determined from the SVISS9akek stars). Grey stars are displaced#01 in z and show the SVISS
rates without extinction correction. Also shown is a cdil@e of measured rates from other authors. We plot star foomdnistories from two
different sources, scaled to supernova rates through the usg af Error bars are statistical with total errors (statatiand systematic added
in quadrature) as a transparéatled extra error bar for all surveys. Redshift bin sizesrexteshown, but are given in Table 3. The rate from
Cappellaro et al. (1999) has been rescaled from SNu to a dtiomate by assuming a local B-band luminosity densi€y»210° h;0 Lg Mpc3

at redshift~ 0. The local CCSN rates from Botticella et al. (2012) and Mt al. (2012) have been measured in small volumes andkatg |
dominated by inhomogeneity. The star formation rate in tieall volume is higher than the average over an extended eoamd can therefore
cause the SNR to be higher than expected.

low. The second goal of the study is to make an extensiveflistaunt gives a higher error). For bins with more than two She th
systematic ffects that canféect supernova rate measurementsrror is smaller than the statistical errors.

and to try and estimate them. Thed®eets will be very simi- The systematic misclassification errors are overestimated
lar for all supernova rate measurements of similar type amd avhen computed with this method, on average one SNe in our
compilation can thus be of use in future surveys which may emple will have been misclassified, not one per bin and type
limited by systematic rather than statistical errors. Arttugh as the estimate indicates. But it is impossible to say whioh b
study of the systematidfects is also of great help when tryingand type that isffiected by misclassification, hence we give this

to find better observational strategies in future surveys. error estimate.
A compilation of the systematic errors can be found in
Table 5. Redshift The redshifts of the supernovae have uncertainties on

the order of 0.1 when using the host photometric redshifts as
. N . . a prior for the typing. This leads to a redistribution in reifis

Misclassification errors The systematic errors due to misclasgnich afects the rates. To study thisfect we redistribute the
sification in our sample are given in Melinder et al. (20119 angi jjated SNe according to a Gaussian distribution assgmin
are on the order of 5-10 %. However, these estimates arg regll 0.07(1+ 2) and recalculate the rates. This test is repeated
only valid when the number of detected SNe is large enough. Fgy 500 times to find the spread in the rates. The systematic er
the small number statistic estimates presented here thensys var1ies between 15 to~30% for the diferent types and redshift
atic errors have to be estimated in &elient way. The expected hins. lower than the statistical errors in all cases
numbers of misclassified SNe in each type and redshift binis '
below one in all cases. To get a conservative estimate of the m
classification systematic error we thus vary the observeth@u Detection efficiencies We determine the systematic errors from
of SNe by one (positive and negative) and recalculate thesratthe detection #iciency assumptions using the faint and bright
This test gives an error of approximately 20%, but is depahdénost galaxy detectionfiéciency estimates. The binomial errors
on the actual number of sources in the given bin (a low sourcéthe dficiencies are smaller than thefférence between the
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Fig. 4. Type la supernova rates determined from the SVISS SNe (Isi@ack The grey star is displaced B9.01 in zand show the rate without
extinction correction. Also shown is a collection of pubksl rates from the literature. We plot SN la rates resultiomfassumptions on the delay
time distribution combined with the star formation histdgyror bars are statistical with total errors (statistanad systematic added in quadrature)
as a transpareffidded extra error bar for all surveys. Redshift bin sizesnateshown, but are given in Table 3. The rate from Cappellaa.e
(1999) has been rescaled from SNu to a volumetric rate byvdsgLa local B-band luminosity density®x 10° hyo L,qn Mpc™2 at redshift~ 0.

results for the dferent host types in almost all cases. Thee -14.39 (as for the faint core collapse SN 1987A) with fraction
on the rates is on the order 8P%, significantly lower than the that changes the percentage of CC SNe With > —15 from
statistical errors. 7% to 30%. The fect of this change on the rates is quite large,
it makes the rates go up by approximately 30%. This is smaller
) _ ) _ than the statistical errors but could help to explain anyspos
Photometric errors  The SVISS photometric zero point calibrahle mismatch with the star formation history (as identifigd b
tion is accurate to within- 5%. Since we apply an absolute-3 Horiuchi et al. 2011). Varying the fractions randomly hawesy

detection limit on our sample (see Sect. 2.2) the estimatibr small dfect on the rates since the changes tend to cancel out.
will be affected by a slight shift in the photometric zero points.

This efect will in reality be random over the two filters and seven  For the la SNe we have made tests wittfefient combi-
epochs, to get a conservative estimate we vary the detdirtion nations of using or not using the peculiar (91T and 91bg}like

its by 0.1 magnitude. The resulting rates vary-b§%. and non-standard (la—faint) templates. We get the largesit p
tive change in the rates when putting the fraction of 91T SNe t

zero (treating them as normal SN la’s), on the order of 1-2%.
Template choices Our selection of subtype light curve tem-The largest negative change is found when setting the dracti
plates and their assumed fractions influence the rates ds wsf faint la supernovae (91bg and the la—faint subtypes) to, ze
The choices and assumptions we have made are based on olagetting them as la—normal SNe, which results in a change of
vational results (Richardson et al. 2002, 2006; Li et al.2201 10-15% in the rates. These errors should be considered hebe t
The fractions are subject to statistical uncertainties ab & extreme limits, since there is plenty of evidence that tHeisg
systematic uncertainties (e.g., evolution with redsksiflective la SNe do exist.
obscuration). There is also the possibility that very faimper-
novae are under-represented in magnitude-limited SN garve

(Horiuchi et al. 2011). Peak magnitudes As described above the choice of template
For the CC SNe we study thefect of introducing an ad- distribution also &ects the distribution of peak magnitudes for
ditional light curve template, a IIP template with a pedk of the simulated SNe. However, the average peak magnitudds use

10
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in this work have associated uncertainties (note that thimi Cosmic variance The size of the SVISS field is fairly small
the same as the scatter). (4x56 sq. arcmin.). Cosmic variance is therefore a possible un-

For the CC SNe the template peak magnitudes have und‘ee;[tainty in the rate estimates. We have estimated the cosmi
tainties given by Richardson et al. (2002) and Richardsa. et Variance by using the work of Trenti & Stiavelli (2008)and as-
(2006). As conservative estimate we allow the peak mageitucdt!MiNg that the variance of SNe follow that of the overalbgsl

of CC SNe to vary by thedt errors given in these papers and reROPulation. The relative cosmic variance for the type la S¢e
te the rates. Th lti tes ch b aadnashift binis then 9%. For the CC SNe low redshift bin we estenat
o s e eSS TOSt g T oo Sende by appr ynaa relative variance of 12%, and 10% for the high redshift bin.

10%, which is smaller than the statistical errors.

For the la SNe the peak magnitudes are much better con- In Table 5 we also give the sum of all the systematic errors
strained (due to their use in precision cosmology). Assgmaim (added in quadrature). These are also the systematic etior e
uncertainty of 0.05 magnitudes for the la subtype and 0.1 forates given in Table 3. The co-added systematic errors hare al
the 91bg@9o1T subtypes we calculate the impact on the la ratesnaller than the statistical errors. The major contrimgito the
The dfect is small, on the order of 3%, much smaller than theystematic errors comes from misclassification, templatées
statistical errors. redshift uncertainties, and the obscuration correction.

Host galaxy extinction The dfect of host galaxy extinctions are4-4- Comparing the CC supernova rate to the cosmic star
based on models by Riello & Patat (2005) for type la and core formation history

collapse SNe. For the type la SNe these models were usedrag core collapse supernova rate can be compared to thecosmi
given, while a diferent scaling was used for the CC SNe (segar formation history (SFH), since the time-scale for C6-pr
Sect. 3). Using instead a positive Gaussian distributidB(8-  genjtors to explode is much shorter than the cosmic timéesca
V) with oE(B - V)=0.2 mag. as in Neill et al. (2006) for Type laThe supernova rate is derived from the star formation hjsgr
only changes the rate by 2%. For core collapse SNe, we havgssyming an initial mass function (IMF, denoted:tyelow) and
examined the féect of applying an extinction model following the mass range of the SN progenitokg @nd M, for the lower

Riello & Patat (2005) as given. This has marginéieet on the g ypper mass limits, respectively). The volumetric rat€©
rate in the low redshift bin (1%) and maifect the high redshift SNe,Rec in units of yr! Mpc2 is then:

bin by 10%.
Using the estimates from Hatano et al. (1998) change the Rec(2) = kx p.(2), (2)

resulting rates by a very small amourt (%). We also study
the dfect of using diferent extinction laws for the extinction.

E%EQ% (I:a(\ivimg ;%er tuhs: IZ (v:vaer(ljglay ; Sst’élelag\r' g;:gz(ljli (I);\;[:Svi eeds to be addressed when comparing to star formation histo
P ies which may have a fferent scaling. The constakis the per-

Ry =21 (as advocated by Goobar 2008). The impact on tIE%ntage of stars that explode as SNe per unit mass and is given
rates is small, on the order of 1%.

by:

wherep,(2) is the star formation history in units d¥lg yr—!
Mpc3. Rec is a volumetric rate, and thus scales gs this

M £(M)dM
" (M) "

Dust obscuration in the host galaxy Mattila et al. (2012) esti- = 125Mcy .
mate lower and upper limits on the de-bias factors for CC SNe ﬁ),m@ Mg£(M)dM

from different assumptions on the amount of obscuration in the .
SN host galaxies. The systematic errors on the CC SN rate @ this work we choose to use a Salpeter IMF. (Salpeter 1955)

sulting from these limits are-10%/+28% atz = 0.39, and with progenitor masses betweehg and 5Mg. The constant

o, k is then equal to 0.0070.
-10%'+33% atz = 0.73. The upper and lower limits on the : :
de-bias factors corresponds to the upper and lower limithen The choice to use a Salpeter IMF is based on that most SFH
rates. measurements and other supernova rate measurements are us

, ) ing this IMF. Recently a number of authors have argued theat th
_ For the _Ia SNe we assumed a nominal de_—bl_as fac_tor of &5 Ipeter IMF is not consistent with recent observations, (sey.
(i.e. a missing fraction of zero). As an upper limit to thisue Hopkins & Beacom 2006), and claim that an IMF with a flatter
we have chosen to use a de-bias factor calculated from the fgﬁape is better. The choice to usfefient IMFs introduce a sys-
mula given in Mannucci et al. (2007) for the redshift in quesematic uncertainty to the comparison. However, the IMFetiep
tion. The resulting systematic error on the la rates is thé¥ gence is partly cancelled out by the dependence on IMF of the
atz=0.62. star formation history (where the IMF is used to normalise th
star formation measurements). To investigate this we coeipu
for the flattest IMF given in Hopkins & Beacom (2006) which is

AGN contamination We used a control ep_och with observationg mqdified Salpeter form from Baldry & Glazebrook (2003) with
obtained one year after our search period had ended to chgc%gh mass slope 6f1.15 (compared te-1.35 for the normal

whether any of our supernova candidates showed variabu#y - ggpeter IMF). While thé factor changes to 0.0141 (a factor of
this longer period. Except for the possibility of very raeepliar 2) this is countered by the change of the SFH normalisation
SNe none of the SN subtypes should be detected one year Ig§gr, tactor of 0.5, given by Hopkins & Beacom (2006). The to-
The list of variable sources originally contained 31 ewstraout 5| change of the SNR—SFR comparison is on the order of 2%,
ten of which showed variability over a long time-scale andave gighiicantly less than the statistical errors. Incidelgahis also

excluded from the final list of SNe. This routine is enough Qs s that there is little hope in trying to use the conmgms
limit the amount of AGN contamination to very low levels. We

do not give this error in Table 5 since we estimate it to be EBnal ! web based calculator availabletattp: //casa.colorado.edu/
than all other systematidfects. ~trenti/CosmicVariance.html
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Table5. Systematic errors

Error CC Supernovae la Supernovae
01<z<05 05<z<09 03<z<08
Misclassification 25% 18% 16%
Redshift 32% 16% 9%
Detection €. 2% 3% 1%
Photometric 4% 9% 4%
Template choices +31% +32% -12+2%
Peak magnitudes 7% 15% 2%
Extinction +1% +10% 2%
Obscuration -16-28% -10+33% +8%
Cosmic variance 12% 10% 9%
Total systematic -4460% -33+57% -23+24%
Mean statistical 74% 67% 56%

Notes. Errors are two-sided unless the sign is given. The totatetave been computed by co-adding the individual errorsi@@ature.

between SNR and star formation rates to constrain a possiblé. Delay time distributions for la supernovae
universal IMF unless much larger supernova samples can-be
tained.

The upper limit for the progenitor mass comes fro
Tsujimoto et al. (1997) and is essentially the limit at whic
massive stars will produce black holes instead of neutrars st
with an associated supernova explosion. Varying the umeér |
betweenM, = [30,125]Mp has a small #ect on the SNR-—
SFR comparison, less than 10%, although this could be klight t
higher with a flatter IMF. The lower limit of 81, is grounded Ra(t) = vf p()D(t—t)dt’, (6)
on observations of supernova progenitors (Smartt et al9R00 to
The choice of lower limit stronglyféects the rate scaling but is
luckily well constrained by these observations, varyirgltwer
limit between their 68% confidence limits (7—9&y) changes
k by +20%, also this lower than the statistical errors for our s
pernova rates.

?Re delay time distribution (DTD) for la supernovae is thb-su
r4']ect of controversy in current research. By convolving an as
I§umed DTD with the underlying star formation history the la
rate can be calculated. This can then be compared with the ob-
served rates to put constraints on the DTDs. The la rate ¢emn th
be written (Strolger et al. 2004):

whereyv is the number of SNe formed per unit stellar masét)
the star formation history and¥(r) the delay time distribution
I}‘\_/hich represents the percentage of supernovae thdt gbtone
7 after a single burst of star formation. Alst, is the time at
which stars start to form in the universe, we assume this hap-
pens atz = 10; corresponding to a time of 0.45 Gyrs after the
4.4.1. Star formation history parametrisations big bang (with our chosen cosmology). The integral can gasil
be converted to redshift space to yidii(2) by performing a
We use star formation historigs,(2), from two diferent sources variable substitution.
as input for Eq. 2. Hopkins & Beacom (2006) compile star for- - As noted above, the uncertainties in our rate estimates make
mation measurements from many sources and correct themifQjuite fruitless to try and fit dierent DTDs to our data. Instead
dust extinction based on the work done by Le Floc’h et alye choose to compare our rates to the best-fitting DTDs from
(2005). The observations are then fit by the simple analytiafe literature. In Fig. 4 we show fourfirent choices of DTD.
parametrisation introduced by Cole et al. (2001): The simplest one is just a rescaling of the star formatiotohjs
assuming that one la SN explode per 100§ of stellar mass
(a+ b2) hyo formed (Neill et al. 2006). This corresponds to using a Dirac
p(2) = 1+ (z/0)d” (4 delta function DTD with the peak at = 0, i.e. no delay time
between the SN explosion and star formation or, in other gjord

wherea, b, ¢ andd are fitting parameters anddis the Hubble 2 prompt channel for the la progenitor-to-supernova pmces _
constant to account for changes to the assumed cosmology. Th [N Strolger et al. (2010) and Strolger et al. (2004) a Gaussia
best fit from Hopkins & Beacom (2006) gives parameter value¥iaped (or close to Gaussian) DTD with a mean delay time of
a = 0.0170,b = 0.13,c = 3.3 andd = 5.3. They give a con- ~ 3 GYyrsis found to give the best fit to the GOODs la supernova
servative error estimate by plotting the confidence regidtise "ates. We use the unimodal skew-normal DTD parametrisation
fit, atz ~ 1 the uncertainty is on the order of 30%. and best fitting parameters from Strolger et al. (2010) amd co

Strolger et al. (2004) fit the data compilation of Giavaliscéowe this with the star formation history given in Eq. 5 (szme
is

et al. (2004) by using a parametrisation of the form: FH as the one used by these authors). The DTD parametnisatio

e

gz (AT
() = a(tPe V¢ 4+ deit-0/e), 5) o) = —eF f
Wit _

inf

e 2qy, )

wherea, b, c andd are parametersis the age of the universe with the best fitting parametets= 0.2, £ = 3.2 ande = 2.2.

andty the age of the universe at= 0 (13.47 Gyrs with our Graur et al. (2011) fit the results from the Subaru Deep Field
chosen cosmology). The best fit parameter valuesared.182, supernova search together with the rates of many otherysirve
b = 1.26,c = 1.865 andd = 0.071. To compare this with our using diferent power law DTDs. The DTD models and SFHs
results we convert it tp..(2). they try show quite similar fitting quality, the rate we shaw i
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Fig. 4 uses a power law DTD with an expongrgqual to 0.97, faint CC SNe are too low. In our tests of the systematic uncer-
their best fitting value: tainties we find that assuming 30% of the CC SNe to be faint
(Mg > —15) boosts the rates by30%, not enough to bridge the
(1) = 017, (8) factor of two gap found for the local SN searches. Of course,
_ L _ the assumption on fractions of faint CC SNe may be veffiedi
where ®, is a normalisation parameteb. is also set t0 0 for ent for the diferent surveys, making it possible that other data
T< 40 million years. This is ther_1 convo!ved with the SFH 9iveBoints may go up more than this. While the SFHs we compare
inEq.4to get the rates plotted in the Fig. 4. _ with have also been corrected for dust and hidden star fiomat
Scannapieco & Bildsten (2005), Mannucci et al. (2006) anfle supernovae are probabijexted diferently by the presence
Sullivan et al. (2006) find strong evu_jence for the eXIS_tetnfcze of obscuring dust. The number of supernovae that are missed
prompt channel for la SNe by looking at the properties of the qysty starburst galaxies and LIRGs is currently not weti<
host galaxies of la SNe (and other data). Maoz et al. (201dpained even in the local universe (e.g Mannucci et al. 2003
study the hosts of the local SNe found in the LOSS and findattila et al. 2004). The de-bias factors for extinction @it
a prompt channel (with < 420 Myrs) with 99% significance. ghscyration in normal galaxies andlIIRGs derived by Mattila
Models of la explosions alsq show the possibility of suchareh ot 5. (2012) can make theffirence between the predicted and
nel (Nomotc_) et al. 2009; Ruiter et al. 2011_).The Iarates_rwet observed CC SN rates disappear. In this paper we have used
modelled with one prompt component, directly proportioieal these factors to de-bias the core collapse supernova ftes.
the SFH, and one delayed component. We plot the resultingj@ pjas factors from this study are slightly larger at lowl-re
rate from the work by Sullivan et al. (2006), who use a paraimetghits, but lower at high redshift, than the factors from Macci

sation of the form et al. (2007). The uncertainties — both statistical andesyatic
t — of the de-bias factors derived in Mattila et al. (2012) have
Ra(t) = Af 0.(t) dt’ + Bp.(t). (9) been thoroughly studied, and will hopefully decrease asemor
0

observations of SNe in dusty galaxies are obtained. Higluiang
Lresolution observations at near-IR (e.g. Mattila e2807;
gélwkare et al. 2008, 2012) and radio (e.g, Pérez-Torres et a
0; Romero-Caiiizales et al. 2011) wavelengths havatigce
een used to detect and characterise the hidden SN pomglatio
in the nearest LIRGs. Such studies are needed to constein th
complete rates, properties and extinction distributiavgards
5. Discussion and summary the CC SNe buried in such dusty galaxies. Eventually, thiesk s
ies will hopefully provide a robust estimate for the numbefrs

We have presented supernova rates from the SVISS along véfle missed by optical searches both locally and at high-z.
a description of the methods used to compute them and an ex-The resulting rate for the la supernovae is: 1956:027

; . : 0.28
tensive analysis of systerl’r|1at|c errors for ggoga:tl%g Thelt;es 10 yr! Mpc3 hgo at(z) = 0.62. This rate has been corrected
ing rates for the core collapse SNe are2®y7;"y;5 X 107 o host galaxy extinction, but not for high redshift obsation

yr™* Mpc® h3 (with statistical and systematic errors respeqa positive correction for this is included in the systematior).
tively) at (z) = 0.39 and 640°339+39% x 107* yr~* Mpc™ h3; Because of the quite high statistical errors and the lack of |
at(z) = 0.73. The CC rates have been corrected for obscurati8iNe beyond = 1 we do not try to fit any DTDs to our la rate
in dusty environments using the results of Mattila et al120Q measurements. The comparison to the plotted models show tha
as described in Sect. 3.2 and host galaxy extinction basedalinthese models are consistent with our rates. The highofate
the models in Riello & Patat (2005). Uncorrected values aan ba SNe atz ~ 0.5 measured by SVISS is in strong agreement
found in Table 3. with the results of Dahlen et al. (2008), and thus in suppbat o
The rate estimates follow the star formation history wellGaussian-like, fairly wide, DTD for la SNe. However, it sldu
Horiuchi et al. (2011) point out that the core collapse snpea be noted that our measurement is also consistent with thé dis
rates found in both local and high redshift searches seere tobutions proposed by other authors. The type la SN rate measur
too low by a factor of two when compared to the star formatiaments atz > 0.4 differ by up to a factor of 2. We believe that
history compiled in Hopkins & Beacom (2006). Our results dthe cause of this large scatter is the large statistical gsig -
not show this dierence, both of our rate estimates are consisteatic errors that the SN surveysfir from in this redshift range.
with the star formation history within the statistical eilsoBut It should also be noted that there ar&eliences in the methods
our errors are quite large, the rates estimated by otheossjtim  used to calculate the rates in thédrent surveys. It is therefore
particular at lowz, do in fact difer significantly from the SFH. of utmost importance that the systematic errors are cdyrest
The strongest evidence for this comes from the rate estibyatetimated. Strolger et al. (2010) find that models with a prompt
Lietal. (2011a) at lovzwhich has small errors and is clearly beda component are hard to reconcile with the rates measured at
low the SFH. At higher redshift the problem is less severécwh redshifts higher than one. Increased sample sizes at tligise h
could be due to the increased statistical errors. At higehi#d redshifts, or more studies of la host galaxies (Gallagheal.et
the problem may also be somewhat alleviated by the obscu?&05; Sullivan et al. 2006) are needed to constrain the ibonatr
tion corrections, which we have included in our plottedsate tion from this channel.
Fig. 3, the rates from other surveys plotted in this figure do n  In Section 3.2.2 we outline our motivation for not de-biasin
include this correction (with the exception of the data p&iiom the type la SN rates to account for extremely high extinction
Graur et al. 2011). in U/LIRGs. It is very important to understand that the missing
Horiuchi et al. (2011) suggest that taking missed SNe dueftactions of type la SNe situated iryLIRGs similar to Arp 299
extinction and dust obscuration in LIRGs and ULIRGs into acery likely depend on the DTDs. Itis likely that also the nirigs
count is not enough to explain thefldirence. Instead they sug-fractions in other types of galaxies will depend on the DTB, a
gest that the reason is that the assumed fractions of faihteny though to a lesser extent. Using the type la SN rates to egtima

Note that the SFH used by us is not strictly the same as the
used by these authors and can thus not be used directly in
equation. We plot the SNR as given in Sullivan et al. (2006) f
Fig. 4.
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the DTD thus inherently sters from circularity to some extent.

Dahlen, T., Mobasher, B., Dickinson, M., et al. 2010, ApJ},725

Assuming a zero missing fraction is a choice in itself — thebDTDahlen, T, Strolger, L.-G., & Riess, A. G. 2008, ApJ, 681246

implicit to such an assumption has a ctf-at some delay time
T < 200 Myrs. If the DTD has no such cutfpand a significant

Dahlen, T., Strolger, L.-G., Riess, A. G., et al. 2004, A{B,6189
Dilday, B., Bassett, B., Becker, A., et al. 2010a, ApJ, 7121
Dilday, B., Smith, M., Bassett, B., et al. 2010b, ApJ, 713260

number of type la SNe have very short delay times, our assungfiraz, b., Dickinson, M., Hwang, H. S., et al. 2011, A&A, 538,19

tion is faulty. In that case the resulting rates may g more
than the adopted systematic error.

The determination of supernova rates at high redshift is d@

Elias-Rosa, N., Van Dyk, S. D., Li, W., et al. 2011, ApJ, 742, 6
Gallagher, J. S., Garnavich, P. M., Berlind, P., et al. 2@G&l, 634, 210
ehrels, N. 1986, ApJ, 303, 336

javalisco, M., Dickinson, M., Ferguson, H. C., et al. 2088,), 600, L103

ficult. The SNe detected at high redshift will only be sam@lingoopar, A. 2008, ApJ, 686, L103
the bright end of the SN luminosity function. This means tha&oto, T. 2007, MNRAS, 377, 1222

any global statistics estimated from such measurementdevil
sensitive to assumptions on the luminosity function madadu
the calculations. There are a number of additional assompti
going into the rate calculations théftect the rates dlierently. It

is important to estimate the systematic errors these agsamsp
give rise to. With the exception of the misclassificationoerr

that essentially scales with the sample size for sampleﬁesmaﬁ

Graur, O., Poznanski, D., Maoz, D., et al. 2011, MNRAS, 1508
Greggio, L. 2005, A&A, 441, 1055

Hatano, K., Branch, D., & Deaton, J. 1998, ApJ, 502, 177

Hayes, M., Schaerer, D., @stlin, G. 2010, A&A, 509, L5

Hopkins, A. M. & Beacom, J. F. 2006, ApJ, 651, 142

Horiuchi, S., Beacom, J. F., Kochanek, C. S., et al. 2011, Ap8, 154
Kankare, E., Mattila, S., Ryder, S., et al. 2008, ApJ, 689, L9
ankare, E., Mattila, S., Ryder, S., etal. 2012, ApJ, 744 L1

artaltepe, J. S., Dickinson, M., Alexander, D. M., et al. 120

than ten given a misclassification ratio of 10%, we have shown[arxiv:1110.4057]
that the systematic errors are on the order of 50% when uskgsler, R., Bassett, B., Belov, P., et al. 2010, PASP, 12251

photometric redshifts and with the present uncertaintigsin-

plate fractions and peak magnitudes. Furthermore, thergssu

tions made when correcting the rates for extingidscuration

Kinney, A. L., Calzetti, D., Bohlin, R. C., et al. 1996, ApB#4 38
Kuznetsova, N. V. & Connolly, B. M. 2007, ApJ, 659, 530

La Franca, F., Gruppioni, C., Matute, |., et al. 2004, AJ,, 1375

Le Fevre, O., Saisse, M., Mancini, D., et al. 2003, in PrédES5 \Vol. 4841, 1670

are shown to have a largéfect on the systematics. Presentlye Floc'h, E., Papovich, C., Dole, H., et al. 2005, ApJ, 6389 1
little is known about the number of SNe missed in LIRGs angkibundgut, B. 2000, A&A Rev., 10, 179

ULIRGS, especially important at high redshift, which isdemt
in the large uncertainties on the de-bias factors.

Li, W., Chornock, R., Leaman, J., etal. 2011a, MNRAS, 317
Li, W.,, Leaman, J., Chornock, R., etal. 2011b, MNRAS, 413
Magnelli, B., Elbaz, D., Chary, R. R., et al. 2009, A&A, 496, 5

Given the low numbers of SNe for most high redshift Sugagnelii, B., Elbaz, D., Chary, R. R., et al. 2011, A&A, 52833
veys it is perhaps tempting to try and use the rates foundHn diaiolino, R., Vanzi, L., Mannucci, F., et al. 2002, A&A, 3884
ferent surveys together when comparing to models (for the Nannucci, F., Della Valle, M., & Panagia, N. 2006, MNRAS, 3703
SNe) and other sources (SFH for CC SNe). However, it's nk%g””“m" F., Della valle, M., & Panagia, N. 2007, MNRAS, 31229

nnucci, F., Maiolino, R., Cresci, G., et al. 2003, A&A, 4&19

straight-forward to do this. Dlierent surveys estimate SysteMga0, b, Mannucci, F., Li, W., et al. 2011, MNRAS, 307
atic errors in diferent ways, some include more sources amghrcillac, D., Elbaz, D., Charlot, S., et al. 2006, A&A, 4569
some less. If combined as given using co-added statistiwhl aMattila, S., Dahlen, T., Efstathiou, A., et al. 2012, ApJ,cepted,

systematic errors, the risk is that greater weight is givesur-
veys where fewer systematic error estimates are includeer(g
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Mattila, S., Meikle, W. P. S., & Greimel, R. 2004, New Astromp Review, 48,

that the sample sizes are similar). We believe that the waek p 595
sented in this paper shows the importance of including @wari Mattila, S., Vaisanen, P., Farrah, D., et al. 2007, Ap3, 63
of systematic ffects to correctly estimate the uncertainties of sidelinder, J., Dahlen, T, Mencia Trinchant, L., et al. 20A&A, 532, A29

pernova rates at high redshift. This will be even more imgoatrt
for future surveys with larger sample sizes and thereforeto
statistical errors.
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